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Importance

> VMware ESX™/ESXi networking features allow virtual
machines to communicate with other virtual and physical
machines, allow management of the ESX/ESXi host, and
allow the VMkernel to access IP-based storage and perform
VMotion™ migrations. Failure to properly configure
ESX/ESXi networking can negatively affect virtual machine
management and storage operation.




Module Lessons

Lesson 1: vNetwork Standard Switches

Lesson 2: VNetwork Distributed Switches

Lesson 3: Modifying Virtual Switch Properties
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Lesson Objectives

> Describe the components of a vNetwork standard switch
> Describe the vNetwork connection types
> View the vNetwork standard switch configuration




What Is vNetwork?

vNetwork capabilities optimally align physical and

virtual machine networking, and provide the networking
for hosts and virtual machines.

vNetwork supports two types of virtual switches:

= VNetwork standard switches
m Virtual switch configuration for a single host
= VNetwork distributed switches

m Virtual switches that provide a consistent network configuration
for virtual machines as they migrate across multiple hosts




VNetwork Standard Switch

A vNetwork standard switch (vSwitch)

& Directs network traffic between virtual machines and links to
external networks

> Combines the bandwidth of multiple network adapters and
balances traffic among them. It can also handle physical NIC
failover.

Models a physical Ethernet switch
m Default number of ports is 56 (4,088 maximum).
m A virtual machine’s NIC can connect to a port.

m Each uplink adapter uses one port.




vNetwork Standard Switch Components
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Network configuration at the host level ]

VNICs ——
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port groups
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vSwitch Ports

A vSwitch allows the following connection types:
= VMkernel port (used for VMotion, iSCSI, NFS)

> Service console port (ESX only)

= Virtual machine port group

uplink ports




vSwitch Examples

Different networks can coexist on the same virtual
switch. Or they can exist on separate virtual switches.




Adding a Network: Connection Type

1. In the Configuration tab, click Add Networking.

2. Inthe Add Network wizard, choose desired connection type:
Virtual Machine, VMkernel, or Service Console.

: .~". ] d Htwnrk I'u'nl'iz.ar

Connection Type
Metwoarking hardware can be partitioned to accommodate each service that requires conneckivity,

Connection Type

Metwiork fccess
Connection Setkings
SUmmarsy




Adding a Network: Network Adapters

> Create a new virtual switch or add the connection type to an
existing virtual switch.
&= d Hl:wur Wizard

¥irtual Machines - Network Access
Wirtual machines reach networks through uplink adapters attached ko virkual switches,

Connection Type

Metwork Access

Conreckion Setkings I
SUmmary ¥ Create a virtual switch Mebworks

W BB wmnicz 1000Ful  Mone
[_ BB vmnic3 1000 Full Mone

r'. Use ?Smtchﬂ Speed Mebwiorks
I~ B vmnico 1000 Full 172,17.12.8-172.17.12,15

Mirtual Machine Part Graup Pheysical adapters —————
(Wirkual Machine Mebwark, g-a%—. B vmnicz2




Adding a Network: Connection Settings

2 Name the connection and optionally define a VLAN ID
(1-4,094) if using VLANSs.

I .~'- d Ntwur Wizar

¥irtual Machines - Connection Settings
Use network labels o identify migration compatible connections common ko bwo or more hosts,

Connecktion Type

Mebwork fccess

Connection Settings i 'w_.ﬁ-': .,. éiF‘m::IuctiDn|

SUmmary s e 1
ol o o -.

Mirtual Machine Port Group - -Physical Adapters -

Production ﬁ B8 vmnicz




vSwitch Configuration

Display vNetwork standard switches.

Display virtual

Metworking fDelete the

virtual switch

switch. properties.

virkual Switch: vSwitchi

Remove... Properties,

~Mirtual Machine Part Group - ~Physzical Adapters

L3 WM Mebwork

EISEI"I.I'iIZE Cansale Pat —
L Service Console ﬁ =
eswif0 192, 168,210,56

B vronicd 1000 Full

Display Cisco
Discovery Protocol

Display port group‘
properties. J

L information. y




Physical Network Considerations

Discuss VMware vSphere™ networking needs with
your network administration team:

> Number of physical switches
Network bandwidth required
Physical switch support for 802.3AD (for NIC teaming)
Physical switch support for 802.1Q (for VLAN trunking)
Network port security

Cisco Data Protocol (CDP) and its operational modes: listen,
broadcast, listen and broadcast, and disabled.




Lesson Summary

> A vNetwork consists of two types of switches: standard
switches and distributed switches.

> A standard switch allows virtual machine networking and is
configured at each host.

> There are three connection types: virtual machine, VMkernel,
and service console.
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Lesson Objectives

List the benefits of using vNetwork distributed switches
Describe the vNetwork distributed switch architecture
Create a vNetwork distributed switch

Manage the vNetwork distributed switch using the VMware
vSphere Client




ESXi Single

Essentials . . Standard

ESX/ESXi

vCenter Server  vCenter Server  vCenter Server  vCenter Server
Foundation &  Foundation &  Foundation &  Foundation &
Standard Standard Standard Standard

vCenter Server vCenter Server  vCenter Server
Compatibility for Essentials for Essentials

Cores per Processor 12
VSMP Support B-way

Memory/Physical No license
Server limit

Thin Provisioning v
VC Agent

Update Manager
VMsafe

vStorage APls

High
Availability (HA)

Data Recovery
Hot Add
Fault Tolerance

vshield Zones

S B N I (I R

ViMotion

Storage VMotion

S I I I I N I I

DRs

vNetwork
Distributed Switch

Host Profiles

RO I I I B I I

Third Party
Multipathing




Benefits of Distributed Switches

The benefits of distributed switches over standard switches:
Simplify datacenter administration
Provide support for private VLANs

Enable networking statistics and policies to migrate with virtual
machines during a migration using VMware VMotion™

Provide for customization and third-party development

standard switches distributed switches




vNetwork Distributed Switch Architecture

distributed

ports and VMotion Virtual Machine Service Console
portgroups  — 8 port Group Port Group Port Group 5 - vCenter
distributed Server

switch
(control plane)

vNICs

hidden vSwitches
(/0O plane) — S
virtual

physical NICs physical
e — IR
switches _

Host 1 Host 2 EEB




Distributed Switch Example

Example:

& Create a distributed switch named Production, to be used for
virtual machine networking. Assign uplinks, vmnic1 on host
ESX01 and vmnic2 on host ESX02, to the distributed switch.

distributed VMPortGroup

switch:

Production uplink
port group virtual

physical
uplinks

vmnicO vmnic1 vmnic2 vmnicO vmnic1 vmnic2

ESX01 ESX02




Creating a Distributed Switch

i Create vNetwork Distributed Switch

General Properties _
Specify the wMebwork distribuked switch properties.

General Properties
&dd hosts and physical adapters
Ready to complete

Add hosts and physical adapters
elect hosts and physical adapters to add to the new vietwork distributed switch,

TR e Hﬁxﬂﬁgrwﬁ-«m* e e e
-t F e o tﬂ. ﬁ;@ «.-é. A ok

i
o

General Properties R e Ll DL 20
Add hosts and physical adapters :'f:‘ Eﬁliﬂw}
Feady ko complete :

ol
Enter name of switch, number | [FesfFac adspters [T use by s | Pysical adapter detaie

. =l Z  sc-quaildd.wmeduc,com
of uplink ports, then choose the St il e ial st

physical adapters from each : o = i

. wrmnic T 12N detdlls. ..

host to add to the switch. 1 vmnics . et
I O sc-quaild? wmeduc, conm




Viewing Distributed Switches

ﬁ [g Home b gf Inventory P ! Mebworking Wﬁaarch Irveentory

a
&
—

QLIAILEH.Vh‘nEduc'.mm B Pioduckion
=l [y Training ; . ;

g '-.-'M Netwnrk | | Getting Starked o Bummiaty o Mebworks’. U Porks s B E el - irkiaal Machinies . Hosts:.' Tasks BcEvents . Alarmss
Remove  Add Host,.. Mew Port Group,,, Edit Settings.
a F‘ru:uduu:tu:un-D'-.-'LlpI'inks-?l_;f

% dvPartGroup Production O X Parand Zoom

@ dvPortGroup 8= =l Production-C
YLAM 1D -- ey & dvliplin
Virbual Machines (07 :}-. m dwUpliry
4 deUplin
4 dviplin

Use the Configuration tab | —
to modify the switch. CININIARIEE® &




Connecting a Virtual Machine to a Port Group

"_;-;- ivSauceDd-1 - ¥irtual Machine Propetrties

d : : Cadd. | Remove |
Connect a virtual machine
| Summary i

by assigning the port group 256 MB

to its network adapter. ; —
\\ / Ided Car

FIUPEY Urive L Client Device

CD/DYD Drive 1 Client Device

Network adapter 1 (edite...  dvPortGroup (Produ...
2SI controller 0 BusLaogic Parallel

Hard disk: 1 Wirtual Disk,

proucton QX EEEE |

§ dvPortGroup. @ | = Production-DVLpinks-71 L
WLAMN 1Dy -- Elﬁ.delplihkl_(l MIC Adapter)

= Yirtual Machines (1) B winnicl sc-quaill4 vmeduc, com

" vSauceld-1 [i] T4 dvUplinkz (0 MIC Adapters)

ﬁ dvliplink3 {0 MIC Adaphers)

53 dvUplinks (0 MIC Adapters)




Adding a Host to a Distributed Switch

Right-click the distributed switch, then choose Add
Host.

"_:-" Add Host to Distributed Yirtual Swikch

Select host and physical adapters

Zelect a host and physical adapters to add ko this distributed virtual switch, Use Host Profiles ko add multiple hosts ta the switch simultaneously, Host

profiles can be accessed From the Home view. Ta add additional physical adapters ko a host already added to the switch, gota Host = Configuration =
Metworking,

Select host and physical adapters | HostF ‘adapters

e e e Y,

Ready to complete =l IEJ l

al adapter details | D¥Uplink port group

sc-quaild? vmeduc, com
Select physical adapters

e vmnico [ Wiew details, ., Production-CYUplinks-71
Ba vmnicl Wigly details, ., Produckion-CtUIplinks-71
(W Wmnic2 Wiew details, ., Production-DiUplinks-71-
e vmnics view details, .. Production-DVUplinks-71




VMkernel and Service Console Connections

pmuan [ & —
ﬁr IQ Home | @7 Irwventory [l Hosts and Clusters @ Search Inventory
& e &

=1 (4 WC-QUAILO4, vrneduc,com se-quaildd.vmeduc.corn ¥Mware ESX, 4.0.0, 162903 | Evaluation {59 days remaining)
= [ Training :
= ﬁ’ Lahb Servers
| sc-quaill4, vmeduc,com |
sc-quaill?. wrneduc. com

Wirbial Machi Talpie % Configuration 4 - [alarms

Hardware ' itual Switch || Distebuted Virbusl Swikch

Processors Networking

Memaory

/ Storage y
Use the ; Distribiuted virtual Switch: YMotion Manage Yirtual Adapkers..,
Netwarking

Manage VI rtual Skorage Adapters YMotion @

Metwork Adapters

Adapters dialog advariced Settings ® drortaaunz. 0] [& | | [Ewoonovipinis s

— i

box to add a e [Pransgevitwatadapters —————————————————_§

new Vlrtual L'_EE fdd  Edit  Remowve Migrate to Wirtual Switch 5]
Tin| | —Metwork Connection 5)

adapter or to | s

. Service Console Fort group:

m Ig rate an ¥Mkernel Port:

existing one to k] WMatior

a d |Str| b Uted Fault tolerance logging:

‘ SWItCh g H& communication:
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Managing Physical Adapters (Uplinks)

Metworking

Diskributed Yirkual Switch: YMation Manage Virkual Adapters, I Manage Phwsical Adapters, ., l
& D |

¥Maotion D

@ dvPortaroupz =1 ¥Motion-DYUpliks 74 @
. YLAM ID: -- B8 dvUplinkl {1 NIC Adapher)

Manage Ehrsical fidanters 18 = B dvUplinkz (0 NIC Adaphers)

| 1l cal Adap ' 4 dvUplinks (0 NIC Adapters)

B35 dvUplinks (0 NIC Adapters)

< Click ko Add NIC=
16 dvlplinkl
e
=16 dvplinkz
<Click bo Add MIC - - Zo e
= dvliplinks o d /

<Click ko Add WIC>

(=1 dvplinks

<Click ko Add IS " o . o e MOdIfy phySICaI
adapter configuration
at the host level.
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Third-Party Distributed Switches

//

vNetwork Appliance APls allow
third-party developers to create

distributed switch solutions.
o

N

4




Lab 4

In this lab, you will work with vNetwork standard and
distributed switches.

. View the default vNetwork standard switch configuration.

. Create a vNetwork distributed switch for the virtual machine
network.

. Verify that your virtual machine has proper access to the
Production network.

. Create a distributed switch for the VMotion network.




Lesson Summary

= A vNetwork distributed switch is similar to a vNetwork
standard switch, except that it is configured at the vCenter
Server level.

> Although the distributed switch is controlled by vCenter
Server, the VMkernel connection, the service console
connection, and the physical uplinks are still managed on
each host.

It is possible to move virtual machines from a standard switch
to a distributed switch, and vice versa.







Lesson Objectives

> Describe the properties of a distributed switch

> Describe the properties and policies of a distributed port
group




Editing General Switch Properties

The Properties tab has settings for general information,
policies, and advanced settings.

> General information includes name, number of uplink ports
and optional names, number of ports, and notes.

e} Production Settings

drm e B FEaAT I T
- - Civi TRy
RS AR U . Fr T
. N : .'-.:-'.'.::F.:" o AR )
o [P s
K = E
advanced % 'lF‘rnu:Iuctln:un
ey ot S R e ot e e e Tmr PAIT = o = o
v : - 3 3
ey .".?':'\-"":.E\.'-\.":" iR i d - ] . E = 2rak
..-._ . . T L =

Distributed ports

2 [avisink2.

and port groups .
9 avupinkd

inherit property ; i ﬁ | 4 [dvUpiinka
settings defined at ———

the switch level.




Editing Advanced Switch Properties

Advanced information
> Maximum MTU
> Cisco Discovery Protocol
2 Administrator Contact Information

il Production Settings

. Properties | etwork adapters | Private vLan |
o Toe i .. ""-“."E.-'":’"'.:"':E
iGeneral i T - _
: o | et St i el
Operation; [Liten = |
A I 2 :
£

5 [ts00 |




e r——— Distributed Port Group > Edit Settings

- — zeneral
iaeneral
Policies Marne: |u:|~.fPu:urtGr|:|up
Security
Traffic Shaping Descripkion:
YLAM
Teaming and Failover
Miscelaneous
Advanced Mumber of ports: 175 :I
Pork binding: Skatic binding |
Skatic binding
Cryniarnic binding
. . ] Ephemeral - no binding
Port binding determines

when a virtual machine is
bound to the port.

VMware vSphere 4: Install, Configure, Manage — Revision B
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Editing Port Group Policies

»1 d¥PortGroup-Produckion Settings
—Palicies
|General
Security

Security Promiscuous Mode: .
Traffic Shaping IRE]EEt

WLAN, ; MAC Address Changes: I":"':':Ept
Teaming and Failower

Miscellaneous Forged Transmits: I.ﬁ.-:l:ept
Advanced

Ingress Traffic Shaping
Status: IDisaI:uIed

Average Bandwidth: I 100000 ::I khits/sec

The POIICIeS page Peak BEandwidth: IlDEIIZIIZIEI ::I kbits)sec
shows Settings Burst Size: | 102400 =] Kbytes
for the flve Egress Traffic Shaping

subcategories. Statusi [pisatled ~]

Average Bandwidth: I 100000 ﬁ Khits/sec

Peak Bandwidth: I 100000 ﬁ khits)sec

Burst Size: |1|:|24|:||:| ﬁ Kbytes

¥YLAN
YLAM type: IN':'”E




Administrators can configure Layer 2 Ethernet security
options at the virtual switch and at the port groups.

Distributed Port Group > Edit Settings

PE— — Policies
Palicies Security
Traffic haping Promiscuous Mode: Reject j
%ﬁ?ﬂng and Failover MAC Address Changes: Accept -]
4 dT;_'E!;nEDUS Forged Transmits: Accept j

VMware vSphere 4: Install, Configure, Manage — Revision B
Copyright © 2009 VMware, Inc. All rights reserved. Module Number 5-39



Traffic-Shaping Policy

Network traffic shaping is a mechanism for controlling
a virtual machine’s network bandwidth.

Average rate, peak rate, and burst size are
configurable.

A

Peak bandwidth

Average bandwidth

=
e d
=
=
o
S
S
S
]
S
S
)
S
e
5
o

>

Burst size = bandwidth x time




You can shape both inbound and outbound traffic on
distributed switches.

_ Distributed Port Group > Edit Settings
@ dyPortGroup Settings
p— — Paolicies
Policies Ingress Traffic Shaping
o it
o shang WIS Enabled =l
YLAN fverage Bandwidth: 100000 jl kbits/sec
Teaming and Failowver -
Miscellaneous e = -
advanced Peak Bandwidth: 100000 = Kbits/sec
Burst Size: 102400 ::I kbwbes
Egress Traffic Shaping
Status: =
fverage Bandwidth: 100000 ﬁ kbits[sec
Peak Bandwidth: 100000 ::I kbits/sec
Burst Size: 102400 ::I kbwbes

VMware vSphere 4: Install, Configure, Manage — Revision B
Copyright © 2009 VMware, Inc. All rights reserved. Module Number 5-41



VLANSs

ESX/ESXi supports 802.1Q
VLAN tagging.

Virtual switch tagging is one
of threg 1= i

VST = Virtual Switch Tagging
EST = External Switch Tagging

See URL in notes below for more info on these

the virtual machine

There is little effect on
performance.

Trunk Port




VLAN Policies for Distributed Switches

'.'l'-.-'L.ﬁ.I"-J Trunklng

..ﬂﬂﬂ‘t&iﬂr&rﬁﬁm@*ﬂg} it gmmgu.

|

IF'rivate VLAN

]Prumlscuous {5 5)

*[No virtual switch tagging

Virtual switch tagging

*LUSe for VLAN trunking.

Use to specify which PVLAN
to use after PVLANSs are set




Private VLAN Architecture

Secondary Secondary Secondary
PVLAN 17 PVLAN 155 PVLAN 5
(Community) (Isolated) (Promiscuous)

Distributed
Switch

Primary PVLAN 5




Network Configuration >
Prnperties] Metwark Adapters = Private WLAN l Distributed Switch > Edit Settings

Enter or edit primary private WLAN ID, Enter or edit a secondary private YLAM ID and Type.

Prirnary private YLAM ID Secondary private YLAN ID Tvpe
5
nker a private ere solake
[Ent iwate YLAMN ID here] 155 Isolaked
17 Comrmniky
i [Enter a privakte WLAMN ID here] Select
Configure.
@dv—Pruductiun Settings N etWO rk Conflg u rat|0n >
Distributed Port Group > Edit Settings
Policies
Genetal
Puolicies ¥YLANM
Security . -
Traffic Shapin WLAN bype: |F‘rwate YLAMN -
. . Ptivate YLAM Entry: 3
Teaming and Failover _
Miscellaneous |Cnmmunlt~;.-' 517
Advanced ASSig n. Promiscuous (5, 5)
Isolated (5, 155

VMware vSphere 4: Install, Configure, Manage — Revision B
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Advanced Settings

{2 dvPortGroup Settings

| General .:.'-_%mﬂ

Policies V¥ @a@ﬁﬁ&pm‘m& Edit Override Settings. .,
Security

Traffic Shaping 1— mﬁ‘?ﬂ?ﬁﬁfﬁ?ﬁw
MLAMN ] e
Teaming and Failowver
| Miscellaneous
Advanced

Iéﬁ. Hame

e
e

/BIOCklng, traﬂ:IC Shaplng, Select individual port zetting overides.

0 — Owerride Settings

VLAN’ NIC teamlng’ and Settings Overrides Allowed?
security policies can be o

configured at the port level if Traffic shaping:

permltted at the port group Wendor Configuration:

Port Group Override Settings

Mo

WLAM:

CyUplink, Teaming:

level.
\

Security Policy:




Lab 5

In this lab, you will design a network configuration for
an ESX host based on a set of requirements.

1. Analyze the requirements.
2. Design virtual switches and physical connections.




Lesson Summary

= Properties at the distributed port group level can be
overridden per port.

> The security policy and the network traffic-shaping policy can
be configured for a distributed port group or a standard virtual

switch.
Distributed switches support VLANs and private VLANS.




Key Points

>

>

Both distributed switches and standard switches can be used
in the vSphere environment.

Both distributed switches and standard switches support the
three connection types: virtual machines, VMkernel, and
service console.

Distributed switches are configured at the vCenter Server
level, while standard switches are configured at the host
level.




